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Figure 5.1 Successive minimizations along the coordinate directions find the
minimizer of a quadratic with a diagonal Hessian in n iterations.

There is a simple interpretation of the properties of conjugate directions. If the matrix
A in (5.2) is diagonal, the contours of the function φ(·) are ellipses whose axes are aligned
with the coordinate directions, as illustrated in Figure 5.1. We can find the minimizer of this
function by performing one-dimensional minimizations along the coordinate directions
e1, e2, . . . , en in turn.

When A is not diagonal, its contours are still elliptical, but they are usually no longer
aligned with the coordinate directions. The strategy of successive minimization along these
directions in turn no longer leads to the solution in n iterations (or even in a finite number
of iterations). This phenomenon is illustrated in the two-dimensional example of Figure 5.2

We can recover the nice behavior of Figure 5.1 if we transform the problem to make
A diagonal and then minimize along the coordinate directions. Suppose we transform the
problem by defining new variables x̂ as

x̂ ! S−1x, (5.8)

where S is the n × n matrix defined by

S ! [p0 p1 · · · pn−1],


