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Figure 1.3.1. Geometric characterization of the least squares solution.

Here Ax is the orthogonal projection onto R(A) and r = b − Ax ∈ N (AT ). This
geometric interpretation is illustrated in Figure 1.3.1. Note that although the solu-
tion x to the least squares problem may not be unique the decomposition (1.3.20)
always is unique.

We now give a necessary and sufficient condition for the least squares solution
to be unique.

Theorem 1.3.2.
The matrix ATA is positive definite and hence nonsingular if and only if the

columns of A are linearly independent, that is, when rank (A) = n. In this case the
least squares solution x is unique and given by

x = (ATA)−1AT b. (1.3.21)

Proof. If the columns of A are linearly independent, then x #= 0 ⇒ Ax #= 0.
Therefore x #= 0 ⇒ xT ATAx = ‖Ax‖2

2 > 0, and hence ATA is positive definite.
On the other hand, if the columns are linearly dependent, then for some x0 #= 0

we have Ax0 = 0. Then xT
0 ATAx0 = 0, and therefore ATA is not positive definite.

When ATA is positive definite it is also nonsingular and (1.3.21) follows.

Example 1.3.4.
The comet Tentax discovered in 1968 is supposed to move within the solar

system. The following observations of its position in a certain polar coordinate
system have been made

r 2.70 2.00 1.61 1.20 1.02
φ 48◦ 67◦ 83◦ 108◦ 126◦

By Kepler’s first law the comet should move in a plane orbit of elliptic or hyperbolic
form, if the perturbations from planets are neglected. Then the coordinates satisfy

r = p/(1− e cosφ),


